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ABSTRACT 

The generalized bounds for the ratio and difference of rth order moment /
r  and (r/s)th power of sth 

order moment /
s  are obtained here, when the random variable, discrete or continuous, takes values 

in the given finite positive real interval. Further the corresponding bounds for standard power means 
are derived from these generalized bounds. 
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INTRODUCTION 
 

The rth order moment  'r of a continuous 

random variable, which takes values on the 

interval [a, b] with pdf   x , is defined as 
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For a random variable which takes discrete set 
of finite values ix  , with corresponding 

probabilities pi , (i =1, 2, …, n), we define 
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Further, power mean of order r is defined as 
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' 0,r
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It may be noted here that M–1, Mo, M1 and M2 
correspond to harmonic mean, geometric 
mean, arithmetic mean and root mean square 
mean. These means are generally known as 
standard power means. 

The bounds for the rth order moment '
r  

when sth order moment '
s  is prescribed and 

random variable, discrete or continuous, takes 
values in the interval [a, b] are given in [1]. 
The generalization of these results for the case 
when r and s can take any real values are 
reported in [2]. The bounds obtained in [1, 2] 
are applicable only when sth order moment 
'
s  is prescribed. In the present paper we try 

to obtain inequalities, involving '
r  and '

s , 

which will be applicable even when sth order 

moment '
s  is not prescribed. Further, the 

ratio and difference of two quantities also 
provide some information about the 
relationship between the concerned quantities. 
The ratio and difference are used in defining 
various parameters which characterize the 
distribution. For example variance of the 
distribution is the difference between square 
of root mean square and square of mean and 
Karl pearson measure of dispersion is defined 
as the ratio of the standard deviation to mean. 
The results obtained herein also give the 
minimum and maximum values of the 

difference and ratio of '
r  and  '

r
s

s  when 

random variable, discrete or continuous, takes 
values in the given finite positive real interval. 
As special cases of these generalized 
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inequalities we have obtained corresponding bounds for the ratio and difference of standard 
power means. 
 
RESULTS 
 
Theorem 2.1. For a random variable, discrete or continuous, which takes values on finite interval 
[a, b] where a > 0, we have 
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    (2.1)  

where r is a positive real number and s is any non zero real number such that r > s. 
If r is a negative real number with r > s then inequality (2.1) reverses its order. 
Proof. For a random variable, discrete or continuous, which takes values on a finite interval [a, b] 
where a>0, we have [2], 
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And    ' ' ,
r
s

r s           (2.3)  

where r is a positive real number and s is any non zero real number such that r>s. Since '
s  takes 

only positive real values we get from inequality (2.2) that, 
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Consider a function f  's  defined by 
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The derivative of the function f  's is given by 

 f’  's =  ' '
r r r s s r r s

s
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From (2.6) we see that there is only one extremum point of f  's ,  namely 
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                     (2.7) 

It follows from Rolle’s theorem that the value of '
s  given by equation (2.7) lies in the open 

interval (as, bs) or (bs, as) according as s is positive or negative. Further since  '' sf   changes its 

sign from positive to negative while '
s  passes through the value given by (2.7), we conclude that 
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This gives the upper bound in inequality (2.1) whereas the lower bound is a consequence of 
inequality (2.3). If r is a negative real number with r > s, we have, [2], 
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and  
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From inequality (2.9), we have 
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From (2.6) we find that when r is negative with r > s,  '' sf   changes its sign from negative to 

positive while '
s  passes through the value given by (2.7) and we have 
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Also from (2.10), 
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From (2.12) and (2.13) we conclude that if r is a negative real number with r > s then inequality 
(2.1) reverses its order. 
 
Theorem 2.2. For a random variable, discrete or continuous, which takes values on a finite 
interval [a, b] where a > 0, we have 
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where r is any non zero real number. 
Proof. For a random variable, discrete or continuous, which takes values on a finite interval [a, b] 
where a > 0, we have [2], 
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where r is any non zero real number. 

Since M0 takes only positive real value we see from inequality (2.15) that the ratio 
'

0

r
rM


 is 

bounded by the following inequality: 
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Consider a function f (M0) defined by 
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The function f (M0) has a maximum in the interval [a, b] at  

  M0 = 
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Inequality (2.14) now follows from (2.16) and (2.17). 
 
Theorem 2.3. For a random variable, discrete or continuous, which takes values on a finite 
interval [a, b] where a > 0, we have 
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where r is a positive real number and s is any non zero real number such that r > s. 
If r is a negative real number with r > s then inequality (2.18) reverses its order. 

Proof. From inequalities (2.2) and (2.3) we see that the difference ' '
r
s

r s   is bounded by the 

following inequality: 
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where r is a positive real number and s is any non zero real number such that r > s. 

Consider the function  'sf   defined by 
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The derivative of the function  'sf   is given by 
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From (2.21) we see that there is only one extremum point of  'sf   namely  
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The function  'sf   is continuous in the interval [a, b] derivable in open interval (a, b) and 

f(as)=f(bs), therefore, it follows from Rolle’s theorem that the value of '
s  given by (2.22) lies in 

the open interval (as, bs) or (bs
, a

s) according as s is positive or negative. Further since  ' '
sf   
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changes its sign from positive to negative while '
s  passes through the value given by (2.22), we 

conclude that 
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Inequality (2.18) now follows from (2.19), (2.20) and (2.23). Proceeding essentially as above it 
can be easily seen that inequality (2.18) reverses its order when r is a negative real number with r 
> s. 
 
Theorem 2.4. For a random variable, discrete or continuous, which takes values on a finite 
interval [a, b] where a > 0, we have  
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where r is any non zero real number. 

Proof. From inequality (2.15) we see that the difference '
0
r

r M   is bounded by the following 

inequality: 
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Consider a function f(M0) defined by 

  f(M0) = 
  0

0

log log log
.

log log

r r r r
r

b a M a b b a
M

b a

  



 (2.26) 

The function f(M0) has the maximum in the interval [a, b] at 
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Inequality (2.24) now follows from (2.25), (2.26) and (2.27). 
 
APPLICATIONS 
 
On using the results derived in section 2 and 
giving particular values to r and s it is possible 
to derive a host of results which give bounds 
for the ratio and difference of Harmonic mean 
(H), Geometric mean (G), Arithmetic mean 
(A) and root mean square (R) when random 

variable, discrete or continuous, takes values 
in the interval [a, b]. If we put r = 1 and s = –1 
in inequality (2.1) we get bounds for the ratio 
A/H, if we put these values of r and s in 
inequality (2.18) we get bounds for the 
difference A – H and so on. In particular the 
following bounds are deduced from the 
general results. 
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Further the bounds for the ratios A/R, H/R, G/R, H/A, G/A and H/G can be easily obtained from 
inequalities (3.1)-(3.6). The bounds for the difference A–R, H–A and G–A can also be obtained 
from inequalities (3.7), (3.8) and (3.9) respectively. 
Karl pearson’s coefficient of dispersion “V” is an important and widely used measure of 
dispersion. It is defined as 

  V = '
1

,



        (3.10) 

where   is the standard deviation. Kendall and Stuart [3] have remarked that there is in general 
no bound for this measure. We here find a bound on this measure “V” when random variable 
takes values in the interval [a, b] with a > 0. From inequality (3.1), we have 
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From equation (3.10) and (3.11) we conclude that 
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Inequality (3.12) gives the bound on Karl pearson’s coefficient of dispersion V. 
We now consider the case of a discrete frequency distribution in which variable takes values xi 
with corresponding frequencies fi , (i = 1,2, …, n). For discrete frequency distribution the mean 
'
1  and variance 2  are respectively defined as, 
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For a = x1   x2   …   xn = b we can write equation (3.14) as 
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From equation (3.13) we have 

  (f1 – 1) a + f2x2 + … + (fn – 1) b = N '
1 a b   . (3.17) 

Combining (3.16) and (3.17) we get that 
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Kendall and Stuart [3] have given following upper bound on V for discrete frequency 
distribution, 

  1V N  .        (3.19) 
It is clear that for discrete frequency distribution the coefficient of dispersion V is bounded above 
by inequality (3.12) when the random variable takes values in the interval [a, b] with a > 0. The 

lower bound on V can be obtained from inequality (3.18). Consider a function  '1f   defined by 
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The function  '1f   has minimum in the interval [a, b] when            
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therefore from (3.20) and (3.21) we have 
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From (3.10), (3.20), (3.21) and (3.22) we conclude that 
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Inequality (3.23) gives the lower bound on Karl pearson coefficient of dispersion; cf. also [4]. For 
more detail and related results one may also see [5-7] 
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